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VARIATIONAL INFERENCE 
 



Variational Inference 

• Problem Definition 

– Observable Data:  

– Hidden Variable:  

– Posterior Distribution of hidden variable given 
some data: 

Intractable to compute  



Variational Inference  

• Approximate             by 

• Minimize the KL Divergence: 



Evidence Lower Bound  



Evidence Lower Bound 



VARIATIONAL AUTOENCODER 



Introduction 

• Generative modeling 
– Producing more examples that are like those already 

in a database, e.g. 
• Take in a database of 3D models of something like plants and 

produce more of them to fill a forest in a video game  

• Take handwritten text and try to produce more handwritten 
text 

– Get examples X distributed according to some 
unknown distribution 𝑃𝑔𝑡(𝑋), and our goal is to learn 
a model 𝑃 which we can sample from, such that 𝑃 is 
as similar as possible to 𝑃𝑔𝑡 



Variational Autoencoder 

• Observable Data: 𝑿 = {𝒙 1 , 𝒙 2 , … , 𝒙(𝑁)} 

• Assume that the data are generated by some random 
process, involving an unobserved continuous random 
variable z 

• The process consists of two steps:  

— 1. 𝒛~𝑝𝜃 𝒛  

— 2. 𝒙|𝒛~𝑝𝜃(𝒙|𝒛) 

• Introduce a recognition model 𝑞𝜙(𝒛|𝒙): an 
approximation to the intractable true posterior 𝑝𝜽(𝒛|𝒙)  
 



Variational Autoencoder 

Marginal Likelihood:  



Monte Carlo Gradient Estimator 

Gradient of                   contains  
which is Intractable  

Use Monte Carlo Gradient Estimator :  



Objective Function 

Monte Carlo Gradient Estimator  

Given multiple datapoints from a dataset X with N datapoints, we can construct 
an estimator of the marginal likelihood lower bound of the full dataset, based on 
minibatches:  
 



Reparameterization Trick 



Reparameterization Trick 



Reparameterization Trick 



VAE 

Let J be the dimensionality of z  



Training 
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Experiments 



Experiments 


